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Abstract

Large scale storage offers the prospect of using excess electricity within a low carbon energy system, which otherwise might have
to be curtailed. However the economics only become favourable for large penetrations of renewable generation. A model has been
developed to simulate the cash flow of selected large scale storage technologies inside a future UK low carbon energy system,
based on historical data for electricity demand and projected renewable resources. The results show that, despite their relatively
low round trip efficiency, both compressed air energy storage and hydrogen storage could become potential candidates for large
scale storage because of their low energy related storage costs. The direct comparison with combined cycle gas turbinesshows that,
under certain assumptions, storage could provide a competitive alternative to peaking plants with low load factors. Uncertainty
surrounding the returns of storage applications may require policy support for a successful strategic deployment of storage within
the UK energy system.
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1. Introduction

The transition towards a low carbon future requires an un-
precedented change to the way in which we generate, distribute
and use energy. Current scenarios for the UK broadly agree
that in order to achieve an overall greenhouse gas emissions
reduction target of 80% by 2050, the power sector in particu-
lar will have to be decarbonised almost entirely (DECC, 2009;
Ekins et al., 2009). Such a transition depends on a large scale
deployment of low carbon technologies, such as nuclear, re-
newables and, once proven on a commercial scale, carbon cap-
ture and storage (CCS). The extent to which nuclear and CCS
can offer flexible generation is not yet sufficiently understood
(DECC, 2010). Hence, even low-carbon generation portfolios
are expected to include substantial reserve capacity in theform
of combined cycle gas turbines (CCGT) to balance the system.
(Ekins et al., 2009)

Recent studies suggest that large penetration of variable and
inflexible generators on the energy system will lead to increased
volatility in electricity prices, with peak prices expected to ex-
ceed 1000 £ MWh−1, whilst at other times prices could become
negative. The peak prices will support reserve capacity operat-
ing at reduced load factors, whilst negative electricity prices are
said to be necessary to encourage generators to reduce output or
for additional load to come online (Cox, 2009; Green and Vasi-
lakos, 2010). Already today UK National Grid is preparing to
bid down wind, and on 30 May 2010 successfully offered two
wind farms £180 per MWh of reduced output. (Bailey, 2010)

Smart grids offer one option to improve system flexibility.
They could encompass the management of grid connected elec-

Email address:pg1008@ic.ac.uk (Philipp Grünewald)

tric vehicles (EV) and enable demand side management (DSM)
of electric appliances, including ground source heat pumps, air
conditioning units and industrial refrigerators, therebyacting
as virtual storage. The combined UK potential of these flexible
demands is estimated to amount to a not insignificant 10.9 GW
(Welch, 2010). However, the duration over which these mea-
sures can displace energy consumption is typically well below
10 hours.

Studies on storage in systems with high penetration of wind
have identified the need for short term balancing (Black and
Strbac, 2007; Bathurst and Strbac, 2003). Storage offering
fast response is already a viable proposition, with currentlarge
scale storage facilities relying on income from ancillary ser-
vices, such as reserve and frequency response. Pumped hydro
power stations in Dinorwig and Ffestiniog, although capable of
several hours of storage, trade actively in markets that suit their
fast response times (Boon, 2010; Black and Strbac, 2007).

The volatility of electricity prices established by Cox points
towards a market for storage beyond the short term balanc-
ing. The extent to which longer storage durations are desir-
able in a low carbon energy system is therefore the focus of
this study. Further, the availability and economic feasibility of
storage technologies to suit the system requirements will be as-
sessed.

Currently storage is not treated as a critical component of
a future energy system by policy makers (DECC, 2010). This
study aims to identify whether large scale storage in the UK can
become economically viable and if policy support as part of a
strategic development towards a low carbon electricity system
is likely to be desirable or necessary.
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2. Modelling approach

The characteristics of the UK wind resource and its impact
on the electricity system are relatively well researched (Gross
et al., 2006; Sinden, 2007). Further studies have explored the
use of storage in connection with renewable energy systems
(van der Linden, 2006; Solomon et al., 2010; Exarchakos, 2008;
Wilson et al., 2010; Weber, 2005), often with a focus on iso-
lated systems. This study specifically choses to model the in-
tegration of storage into the grid, as suggested by Korpas and
Gjengedal (2006); Barton and Infield (2004) and Anderson and
Leach (2004).

The UKERC 2050 project has developed scenarios, build-
ing on a holistic and system wide approach. Their pathways
have been developed with support of the UK-MARKAL model,
a technology rich market allocation optimisation model. The
MARKAL model represents time as 6 distinct time zones (day
and night for summer, winter and intermediate respectively).

Other studies have used high temporal resolution to under-
stand system balancing with high penetration of wind and is-
sues arising from ramp and slew rates of wind and errors in
wind forecasting. (Black and Strbac, 2007, 2006; Pelacchi and
Poli, 2009; Barton and Infield, 2004; Bathurst and Strbac, 2003)

The model used in this study is positioned between the two
approaches above. It draws on historical data with high tem-
poral resolution (half hourly to hourly), but at the same time
covering a long period of 6 years. This approach aims to iden-
tify the scale and scope for storage extending beyond short term
balancing as a strategic component of a future energy mix.

Both wind and solar PV are considered as renewable sources
of energy. For simplicity and computational reasons many other
aspects of the model comprise reduced detail. Since the ‘need’
for storage is initially an economic question (Denholm et al.,
2010), this model is primarily concerned with the commercial
value of storage from an investors perspective. Other benefits,
such as carbon saving, energy security and deferral of invest-
ment in other parts of the energy system, to name but a few,
should be included in any subsequent assessment of appropri-
ate policy support instruments for storage deployment.

Fig. 1 gives an overview of the model structure. Time re-
solved data for meteorological resources and power demand
form the basis for the decision to charge (buy) or discharge
(sell) storage. The operating strategy is to provide arbitrage,
by buying at low prices and selling at high prices, without other
strategic trading. From the flows in and out of storage and the
cost of the installation, a cash flow is established. The config-
uration of the storage capacity and power, which feeds into the
cash flow, also provides constraints to the operation of the stor-
age system. A solver therefore optimises the configuration for
maximum net present value (NPV). The NPV method has been
chosen over a levelised cost approach, to ensure that investment
risks arising from changes in revenue can be reflected. (Ander-
son, 2007)

For analytical simplicity, the UK network is assumed to be
a single bus system (’copper plated island’), meaning that de-
mand can be met by generation, independent of their physical
locations and free of network constraints or losses. For thepur-

poses of storage assessment this assumption provides a worst
case, since transmission and distribution constraints canbe ex-
pected to make storage more favourable during times of con-
gestion between regions. During the simulation the plant mix
remains static. Investment in technologies other than storage is
beyond the present scope of this model.
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Figure 1: Flow chart of the storage model. A time series of storage charge and
discharge is built up from renewable resource and demand data. The NPV is
calculated from costs of a given storage system and the revenues from operation
within the constraints for power and energy capacity.

2.1. Input data

Two main sets of data are used to establish the system bal-
ance over time. Firstly, information on historical UK electricity
demand for a duration of 6 years (2003-2009) with half hourly
resolution is available from the National Grid (National Grid,
2010). Secondly, the output from renewable installations is
established from meteorological data for 16 sites throughout
the UK for the same period (UK Meteorological Office, 2006).
Data are mostly recorded hourly. In some instances interpola-
tion has been necessary to account for the occasional missing
reading.

The demand data have a mean of 36.3 GW and a peak of
59.9 GW, such that a conventional power system with 20% ca-
pacity margin can be assumed to be sized to about 72 GW. The
demand data have not been scaled to account for possible in-
creases or decreases in electricity demand.

Wind speeds were originally recorded at a height of 10 m
above ground, and were scaled up to suit a hub height of 50 m
as

u50 = u10

(

50m
10m

)p

(1)

whereux is the wind speed at heightx. The value for p depends
on surface roughness and is assumed to be 0.1429 (Best et al.,
2008). Wind speeds are converted using power curves for com-
mercially available wind turbines. No assumptions have been
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made for their possible improvement over the the next decades.
The mean capacity factor of 33%, achieved with this method,
has been found to be broadly consistent with other studies (Zer-
vos and Kjaer, 2008). Wind power is assumed to make up 70%
of the UK’s installed renewable energy resource.

Solar irradiance data were recorded as the duration of direct
irradiation within each hour. Intermittent irradiation ona par-
tially cloudy day can be misread as continuous sunshine, over-
estimating irradiance by up to 20%. Similarly, diffuse sunlight
that is not recorded, may still lead to PV output. Data was con-
sequently scaled to meet the expected UK average irradiation
of about 1100Wh m−2. (Šúri et al., 2007; UK Meteorological
Office, 2006)

The use of historical data ensures that any correlation be-
tween weather patterns and energy consumption is adequately
reflected, and their chronology is preserved. The data, covering
6 successive years, will be used to highlight issues arisingfrom
stochastic variations between years.

2.2. Economic characteristics of storage technologies

A range of large storage technologies find mention in the
literature. Some are well established (e.g. pumped hydro),
whilst others offer novel solutions, such as recently proposed
gravel batteries (see Isentropic (2010); Garvey (2010)). This
study limits the choice of technologies to those that enablelong
storage durations, suit large scale deployment in the UK and
are techno-economically sufficiently well characterised. For
more detail on storage technologies, see Amos (1998); Cavallo
(2001); Eckroad (2002); Townsend (2009); Schoenung (2008);
Haubrich (2006); Walawalkar and Apt (2008) and Electricity
Storage Association (ESA) (2010).

The costs of different storage technologies vary significantly,
with particular discrepancies between the costs related tothe
power and the costs related to its energy storage potential as
shown in Fig. 2. The range represented by their surrounding
boxes reflects differences in assumptions on type and scale of
application, learning rates and in some cases a lack of robust
cost data due to the limited experience with these technologies.

Since this study is concerned with the deployment of large
scale future applications, the assumptions tend to be towards the
lower end of literature estimates. To assess the role of storage
within the energy system we need to further consider some of
the technical and operational characteristics of these technolo-
gies. Table 1 gives an overview of assumed costs and properties
of selected technologies.

Both compressed air energy storage (CAES) and hydrogen
storage rely on suitable geology, with underground salt caverns
offering the cheapest option. The energy related cost of these
technologies depends on the state of development of these sites.
(Evans and Holloway, 2009; Plaat, 2009; Howard B. J. Stone
and Richardson, 2009)

Since this study is aimed at storage applications, where the
energy to power ratio is high, Fig. 3 gives the normalised sys-
tem costs for different storage durations. The term storage du-
ration (τ) is used in this context as the ratio between the amount
of energy a system can store and the power at which the energy
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Figure 2: Costs for power storage technologies, split into power and energy
related costs. The range of estimates found in literature isrepresented by the
boxes. The costs assumed in this study are marked with ‘x’.

Table 1: Storage property assumptions for selected technologies. Based on
Amos (1998); Cavallo (2001); Eckroad (2002); Townsend (2009); Schoenung
(2008); Haubrich (2006); Electricity Storage Association(ESA) (2010)

Property LiIon Flow CAES H 2 unit
Energy cost (CE) 500 70 25 4-8a $ kWh−1

Power cost (CP) 225b 600 550 1200 $ kW−1

Efficiency (ηsys) 90 75 72 35 %
Lifetime (L) 600 1500 6000 1800 cyclesc

a Depending on the state of development of underground storage facilities. b

LiIon batteries have an energy to power ratio of about 0.45 h.Costs are a func-
tion of eitherCE orCP. c A cycles is defined as 80% depth of discharge (DoD)

can be delivered. It could be seen as the theoretical minimum
time to fully discharge a full storage reservoir. It is hencenot
necessarily related to the duration energy remains in storage.

For increasing values ofτ, CAES, flow batteries and hydro-
gen become least cost installation options in that order. How-
ever, in the same order, the systems also exhibit decreasingef-
ficiency.

In the current energy system, where the value of electricity
is high and volatility mostly upwards, efficient use of this high
grade energy vector is of high priority. Hence, storage technolo-
gies with low round trip efficiency tend to be disregarded for
commercial applications (Townsend, 2009; Scherer and New-
son, 1998; Schaber et al., 2004).

For a low carbon energy system, however, this proposition
may not apply in the same way. Once the amount of electric-
ity from renewables increases, the value of electricity becomes
more volatile upwards as well as downwards, as shown by Cox
(2009). Any renewable energy that has to be curtailed, under-
goes an effective conversion efficiency of 0%. At this point even
a conversion chain with low efficiency may improve the over-
all system efficiency. Such conversion chains could therefore
also include thermal storage from electricity, as suggested by
the ECCC (ECCC, 2010), or hydrogen storage, as proposed by
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Figure 3: Capital cost of power storage technologies for a given energy to power
ratio (τ).

Barton and Gammon (2010).

2.3. Storage economics
The economics of a storage plant are mostly analogous to

those of a conventional plant, with the notable difference that
the primary energy (Ein) is traded in the same market as the final
product (Eout). The profitability of a storage investment there-
fore depends not on a ’spark-spread’, as given by the difference
between gas and electricity price, but the spread between the
price of electricity at the time of charging (πin) and discharging
(πout). We shall call this theπ-spread

∆π = πout −
πin

ηsys
(2)

for a system with a round trip efficiency of ηsys. The total
amount of energy delivered from a storage installation is

Eout = c× E × DoD× ηout

where c is the number of charge/discharge cycles per year,E
is the installed storage capacity, DoD is the mean depth of dis-
charge per storage cycle andηout the discharge efficiency. For
a given amount of energy output, the energy required to charge
the system is

Ein =
Eout

ηin × η
∆t
sel f

where the product of charge efficiency (ηin), discharge effi-
ciency (ηout) and self discharge losses with storage duration
from η∆t

sel f make up the total round trip efficiency of the system

ηsys= ηin × ηout × η
∆t
sel f =

Eout

Ein
(3)

The capital cost of a storage system (C) is calculated from
the energy related costs (CE) and the power related cost (CP) for
a given technology. Some scale independent fixed costs (C f ix)
may also be incurred. Given the scale of the systems considered
here, these fixed cost can be negligible in comparison.

C = C f ix +CE × E +CP × P

For a storage system to be economically viable, a positive
NPV has to be achieved from

∑

t

(1+ r)−t (πoutEout − πinEin) −C ≥ 0 (4)

Due to the strategic nature of investment in storage, this study
uses a moderate discount rate of 6% and an economic lifetime
of 20 years.

With the discount factor (a) given by the economic life time
(n) and the discount rate (r)

a =
(r + 1)n − 1

r(r + 1)n
(5)

and theπ-spread definition (2), the condition 4 can be sim-
plified to

∆πEout −
C
a
≥ 0 (6)

As shall be shown later, the implicit assumption (common
for conventional plant) that∆πEout is consistent over years, re-
quires further scrutiny, because utilisation changes depending
on demand patterns and the renewable resource of each year.
Secondly, theπ-spread depends on system efficiency. Unlike
for coal or gas plants, where standard efficiencies are used to
calculate spark-, dark- or clean-spread, storage technologies are
more diverse, as shown in table 1. The economic importance of
efficiency depends on the expected price of electricity. From (6)
and (2) the minimum efficiency condition for a positive NPV
can be written as

πin

πout −
C

aEout

≤ ηsys (7)

which suggests, that for a system operating on low cost ex-
cess electricity, the efficiency can be somewhat lower. It should
be noted, however, that with low efficiency, more storage ca-
pacity is required to deliver the sameEout and thus the system
costs increase. The exact relationship between storage capacity
and the energy delivered from storage depends on the environ-
ment in which the storage system operates. The time resolved
approach described in Section 2.4 will be used to this end.

2.4. Storage time series

Storage is represented as a time series of energy flows for
30 min periods (∆t). Positive flows feed into storage, whilst
negative flows represent energy removed from storage. The
flow, f(t), is constrained by the powerP of the storage system

−
P
ηout
≤ f(t) ≤ P× ηin

The amount of energy flowing in and out of storage in each
time period is further limited by the storage level at the time,
S(t), which is constrained between 0 and the storage capacity E.

f(t) =















min
(

(E − S(t−1))∆t−1
,∆P× ηin

)

i f ∆P > 0

−min
(

S(t−1)∆t−1
,−∆P× η−1

out

)

i f ∆P ≤ 0
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where∆P is the external grid request to provide load (∆P >
0) or power (∆P < 0). From this flow the storage content can
be developed as a time-series with

S(t) = S(t−1) × ηsel f + f(t) × ∆t

The flow can be seen as a storage internal process. For the
external world the power used and delivered by storage (Pstr) is
more relevant.

Pstr(t) =

{

f(t) × η−1
in i f f(t) > 0

f(t) × ηout i f f(t) ≤ 0

Ultimately, the performance of storage is measured by the
total energy delivered

Eout =
∑

t

P(t) × ∆t ∀ P(t) > 0

2.5. Dispatch strategy and price setting

The energy system is modelled around four types of gener-
ators, characterised by their operating strategy and ability to
dispatch energy. The following list describes their position in
the merit order.

Uncontrolled / variable generators: Most renewable tech-
nologies are characterised by high capital and low running
costs. They will therefore aim to dispatch their energy
whenever possible. With additional policy incentives for
generation, some of these technologies may still choose
to generate even at negative electricity prices. Other than
curtailment, their output is not influenced by the system.

Inflexible / baseload generators:Nuclear power stations
choose for technical as well as economic reasons to oper-
ate at high and consistent load factors. Fossil fuel powered
thermal plants would, if possible, operate at a consistent
high output, too. This improves their efficiency and
hence, their CO2 emissions factor. Baseload generators,
as defined in this model, are therefore the sum of output
that would choose to stay on the system, even during a
temporary drop in electricity prices.

Flexible generators: These can respond to changes in demand
more quickly and cheaply than the storage technologies
considered here. This can include flexible portions of the
baseload generators, i.e. their spinning reserve. Techni-
cally this can also include any of the short duration stor-
age solutions, such as grid connected electric vehicles or
DSM, mentioned in section 1.

Peaking plants: Generators that are required on the system
to ‘keep the lights on’. These may well operate under
economically unfavourable conditions. Their load factors
may be low and the need to respond to sudden changes
in demand could require fast ramping. These plants de-
pend on the financial incentive of temporally high elec-
tricity prices to be kept on the system.

The position of storage within this merit order changes de-
pending on the state of the system. An example of the genera-
tion and demand profiles over a 10 day period is shown in Fig.
4. A total of 20 GW of baseload capacity is complemented by
5 GW of flexible generation. The amount of peaking plant is
sized to suit the demand after renewables and storage. When
the system is long (i.e. the sum of variable and baseload gener-
ation exceeds demand) no other generation occurs and storage
offers additional load, before baseload or variable generators
have to curtail their output. Conversely, if the system is short,
flexible generators dispatch energy, before storage and finally
peaking plants are called up.
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Figure 4: Extract of model data for a 10 day period of generation and demand
profiles. When generation exceeds demand, surplus energy can be stored until
it is fed back during times when the system is short. The whiteareas below the
demand line have to be met by peaking plants.

The marginal costs of inflexible plants are not well under-
stood, not least because the technical potential of such plants
to operate flexibly is not fully explored. For the purposes of
this model the marginal cost of inflexible plants is assumed as
10 £ MWh−1. At this price an inflexible plant can sell excess
electricity to a storage load. The price at which storage cansell
energy to the system is framed by the marginal costs of flexi-
ble and peaking plants. A mean value of 80 £ MWh−1 has been
assumed.

2.6. Alternatives to storage
It has been suggested that for utility companies to embrace

investment in storage technologies, the case has to be made
with respect to the current business model of curtailing excess
wind and meeting any negative imbalances from thermal re-
serve plant, with combined cycle gas turbine (CCGT) plants
being the current reference technology of choice. (Mack, 2010;
Denholm et al., 2010)

Another investment alternative could be the installation of
further interconnects with the European mainland. The com-
mercial comparison here includes uncertainties in exchange rate
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and electricity market prices in Europe. In particular the extent
of any future correlation in electricity prices between theUK
and other European countries, for instance in the presence of
large weather systems, puts this evaluation outside the scope of
this study.

The condition, which storage has to meet to be regarded vi-
able with respect to a CCGT plant, can be derived from (4) for
both technologies

NPVCCGT =
∑

t(1+ r)−t
(

πoutEout − πgasEin

)

−CCCGT

NPVstr =
∑

t(1+ r)−t (πoutEout − πinEin) −Cstr

NPVstr ≥ NPVCCGT

whereπgas is the gas price.
If their levelised cost were equal, both would dispatch at the

same position in the merit order, i.e. they are competing forthe
same market. For arguments sake, we shall further assume that
the operation and maintenance costs and the costs related tothe
power (CP) are identical for both systems. Thus, storage carries
additional cost for its storage capacity.

Rewriting the energy delivered in terms of a load factor (L)
and the energy to power ratio of storage again asτ, results in
the following condition

(

τCE

aL× 8760h
+
πin

ηstr

)

≤
πgas

ηCCGT
+ πCO2 (8)

whereηCCGT is the efficiency of the CCGT plant andπCO2 is the
cost of emitting or capturing CO2 per unit out output energy.
Whilst the efficiency and costs can be estimated, the load factor
will be established from the storage model.

3. Economic value of storage

The NPV over a 20 year period has been extrapolated from
6 years of historical data using the model described in 2. The
penetration of renewables is steadily increased, to simulate the
performance of each of the selected technologies in turn. Fig.
5 shows the mean NPV based on the entire data set. The error
bars represent the standard variation observed between individ-
ual years.

For systems with low penetration of renewables, none of the
large scale storage technologies are economically viable.How-
ever, as the amount of variable generation increases, the eco-
nomics of storage improve. CAES is the first technology to be-
come beneficial at around 40 GW of total installed renewables.
For larger penetration of renewables hydrogen also becomesa
contender. As the amount of renewables increases further, the
returns for storage start to diminish. In these cases ample sup-
ply of excess electricity is available, but not enough periods in
which these can be fed back into the system occur.

The configuration of the storage system is optimised for max-
imum NPV. In a system with 60 GW of installed renewable
generation (42 GW wind, 18 GW PV), a flow battery system
is sized to 21 GWh of storage capacity, whereas CAES and hy-
drogen would ideally be sized at 68.9 GWh and 314 GWh re-
spectively. The power for such systems ranges between 1.5 GW
(Flow Battery) and 3.9 GW (CAES).

From a system transition pathways point of view, the techni-
cal similarities between CAES and hydrogen storage may offer
an option to develop underground salt caverns for CAES ini-
tially, but to switch sites to hydrogen storage over time, thereby
forming an organic growth path for the development of a hydro-
gen system. This transition would not only increase the total
available storage capacity, but further reduce CO2 emissions,
since CAES itself still involves the use of gas turbines.
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Figure 5: Mean NPV for storage technologies based on historical data for 6
years. Error bars represent standard variation between different years of data.

3.1. Load profiles

Load factors for this type of storage application are inher-
ently low. Firstly, for about half the time the system has to
be available for charging. Secondly, for any system with high
storage duration, the load factor is further reduced, because the
number of charge and discharge cycles is limited.
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Figure 6: Load-duration curve for the storage discharge side. Load factors are
less than 20% and decline sharply for larger installations.

Fig. 6 shows load duration curves for a system with different
power ratings over a 12 month period. In the modelled envi-
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ronment the time that these systems can operate at their rated
capacity reduces sharply for installations with more than 5GW.
This explains why the optimisation model did not choose con-
figurations exceeding 6 GW for any of the cases investigated.

3.2. Comparison with CCGT

The relationship in eq. 8, set out to compare the probability
for storage to offer a higher investment value than CCGT, based
on the load factor. Since many of the input parameters, includ-
ing the load factor itself, are uncertain, a Monte Carlo approach
has been chosen. In the absence of a stochastic model, the load
factors have been assumed to be normally distributed. The stan-
dard deviation within the data available has been established as
1.37 with a mean of 14.64%. Other parameters are assumed as
evenly distributed, such as the electricity price (πin) between 5
and 15 £ MWh−1, and the values for hydrogen storage listed in
table 1.

Fig. 7 shows the probability distribution, based on 100,000
data points. The levelised running costs of CCGT include the
fuel price per unit of output. Any costs associated with CO2

abatement or trading should also be seen as part of these costs.
At about 56 £ MWh−1 the probability of storage to outperform
CCGT reaches its 50th percentile.
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Figure 7: Probability distribution of storage being economically favourable to
CCGT plants. Assumptions:πin evenly distributed between 5 and 15 £ MWh−1,
storage properties for hydrogen case, load factor based on modelled distribu-
tion.

4. Sensitivity analysis

The viability of storage hinges on a large number of interde-
pendent variables. In the above cases the theoretical viability
has been established. However, changes in the assumption can
significantly affect the results, as shown in Fig. 8. Here, a base
case scenario is subjected to changes for individual input pa-
rameters, providing a snapshot of their impact on NPV.

Amongst the most sensitive parameters is theπ-spread. Its
value is sensitive to the electricity market arrangements and the
costs structure of the plant mix. More work, especially on the

role of nuclear and CCS in delivering flexible generation, is
needed to better understand the uncertainty surrounding the π-
spread.

The relative importance of discharge efficiency is confirmed.
The NPV is more sensitive to changes in discharge efficiency
compared to charge efficiency, due to the higher value of elec-
tricity at times of selling to the grid.

The economic parameters are two further critical assump-
tions. As with most sustainable technologies, the up-frontcosts
are high, and the returns spread over many years. A long-term
view is required. Internal rates of return of 10% with pay-backs
of less than 20 years are unlikely to be met by such systems.

Change in value of storage

+ ve

- ve

-100% 0% -100%

Inflexible gen. (10%)

Flexible gen. (10%)

Uncontrolled gen. (10%)

Ratio Wind:PV (10%)
Storage power (20%)

Storage capacity (20%)
Storage cost per energy (20%)

Storage cost per power (20%)

Electricity price (πin) (20%)

π-spread (π∆) (10%)
Charge efficiency (±5%)

Discharge efficiency (±5%)

Discount rate (25%)
Economic lifetime (25%)

Figure 8: Sensitivity response of the value of storage to changes in input pa-
rameters. Changes to the base case are noted in brackets. These are relative
unless marked as ’±’.

4.1. Stochastic uncertainty of economic returns

Alongside the uncertainty surrounding some of the parame-
ters mentioned in the previous section, storage is also subject
to stochastic variations in demand and the availability of re-
newable resources. The scope for establishing the probability
distribution of economic returns using historical data is limited.
Nevertheless, returns on investment for each of the 6 years of
data can be established. One year is the shortest period for
which most periodic effects can be assumed to be included.
Each year is simulated with identical storage installations to
compare their returns. The results show that year-on-year re-
turns are by no means consistent. Analysis of the reason for the
variations shows no strong correlation with the total demand or
amount of renewable resources in each year, nor does it follow
any strong pattern with the difference between the two.

The returns of storage must depend therefore on the distribu-
tion in time, which these profiles follow. To establish if there
is such a thing as a ‘good’ or ‘bad’ demand profile, or if re-
turns are more affected by changes in the renewable resource,
we suspend the temporal link between the two sets of data, and
simulate demand data of one year with the renewable resource
data of another.

Fig. 9 gives some indication as to the likely causes of storage
performance. The six years with the temporal link intact, are
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Figure 9: Year on year variability of storage economics. Black rings are the
years where time consistent data was used, ranked by economic performance.
The size of circles scales with economic performance. Coloured rings compare
to the reference demand year (black circle in this column), and the inner colour
compares to the reference meteorological year (black circle in this row), with
light/green being better and dark/blue representing poorer performance.

ranked by storage performance, with one being the poorest, and
six the one with the highest returns for storage. These form the
diagonal in the graph. The returns are represented by the size
of the circles. Each column shows the returns using the me-
teorological data for the same year, but meeting the electricity
demand of different years, and vice versa for each row. If there
was such a thing as an inherently unsuitable profile, one would
expect to find an overall trend towards good performance in the
top right of the graph and poor performance in the bottom left
corner. Similarly, if certain years were unsuitable for storage,
due to the demand or the meteorological resource alone, this
trend would show up as rows or columns that are consistently
worse than their reference cell on the diagonal. Such a trendis
not very pronounced, with some of the best results found in row
1 and column 2 (i.e. the poorest reference years).

To better understand the source of uncertainty for storage in-
vestments, the standard deviation, normalised to the standard
deviation of the reference years, has been included for each
row and column. It is apparent that the variation is on average
lower across different years of demand data. Or in other words,
the uncertainty of returns in a storage investment is causedto
a greater extent by changes in the renewable resource, rather
than changes in the demand profiles. This may not be entirely
surprising (weather being more erratic than people’s demand
patterns). Between the two, however, it is the influence thatis
somewhat more outside policy makers’ control.

The assertion that renewable resources and demand profiles
are weakly, but positively correlated can be confirmed within
this set of data. Consequently the storage utilisation is higher
on average, when using data from two different years, compared
to temporally consistent sets. For further statistical analysis of
storage from renewables, this link between meteorologicaldata
and demand profiles should be reflected.

5. Summary and conclusions

Storage is uniquely able to utilise excess generation that
would otherwise have to be curtailed. It thereby improves the
overall system efficiency for systems with a high penetration of
renewable energy.

Both CAES and hydrogen storage offer potentially attrac-
tive future options for large scale storage. Due to their low
energy related capital cost, 4 GW systems have shown to pro-
vide economically optimal storage capacity of about 70 GWh
or 310 GWh respectively. Whilst CAES appears to be econom-
ically favourable , the larger capacity offered by hydrogen stor-
age may provide wider system benefits, concerning CO2 emis-
sions, energy security and grid development, which have not
been within the scope of this study. A possible transition path
from CAES to hydrogen storage can be envisaged to support
increasing demand for storage capacity over time.

The comparison with CCGT peaking plants has shown that
storage becomes economically favourable, only if gas and CO2

prices were to rise. However, the investment decision in stor-
age may further be impeded by the uncertainty surrounding the
returns. Even once technical and cost risks are covered, stor-
age economics depend on a large number of uncertain factors.
Some of these are outside the influence of policy makers, such
as the stochastic variation in the demand for storage. Other
sources of uncertainty, such as electricity balancing and pricing
arrangements, or any measures affecting the generation plant
mix, can be influenced by policy makers, and their effect on
storage should be considered. It can be expected that policy
support for storage is both necessary and desirable throughout
development, demonstration and deployment phases.

Acknowledgements

This work is funded and supported by a UKERC Interdisci-
plinary Studentship. Further thanks go to the Imperial Energy
Futures Lab CDT programme.

References

Amos, W.A., 1998. Costs of Storing and Transporting Hydrogen. Techni-
cal Report NREL/TP-570-25106. National Renewable Energy Laboratory.
Golden.

Anderson, D., 2007. Electricity Generation Costs And Investment, Decisions:
A Review. Report. UKERC.

Anderson, D., Leach, M., 2004. Harvesting and redistributing renewable en-
ergy: On the role of gas and electricity grids to overcome intermittency
through the generation and storage of hydrogen. Energy Policy 32, 1603–
1614.

Bailey, S., 2010. Operational Update. Technical Report. National Grid.
Barton, J., Gammon, R., 2010. The production of hydrogen fuel from renewable

sources and its role in grid operations. Journal of power sources In Press,
Corrected Proof.

Barton, J.P., Infield, D., 2004. Energy storage and its use with intermittent
renewable energy. IEEE transactions on energy conversion 19, 441–8.

Bathurst, G.N., Strbac, G., 2003. Value of combining energystorage and wind
in short-term energy and balancing markets. Electric powersystems research
67, 1–8.

Best, M., Brown, A., Hollis, P.C.D., Middleton, D., Rooney,G., Thomson, D.,
Wilson, C., 2008. Small-scale wind energy. Technical Report. Met Office.

8



Black, M., Strbac, G., 2006. Value of storage in providing balancing services
for electricity generation systems with high wind penetration. Journal of
power sources 162, 949–953.

Black, M., Strbac, G., 2007. Value of bulk energy storage formanaging wind
power fluctuations. IEEE transactions on energy conversion22, 197–205.

Boon, K., 2010. Business Strategy Manager, First Hydro Company.
Cavallo, A.J., 2001. Energy storage technologies for utility scale intermittent

renewable energy systems. Journal of solar energy engineering 123, 387–9.
Cox, J., 2009. Impact Of Intermittency: How Wind Variability Could Change

The Shape Of The British And Irish Electricity Markets. Technical Report.
Poyry Energy. Oxford.

DECC, 2009. The UK Low Carbon Transition Plan. National strategy for
climate and energy. HM Government.

DECC, 2010. 2050 Pathway Analysis. Technical Report. HM Government.
London.

Denholm, P., Ela, E., Kirby, B., Milligan, M., 2010. The Roleof Energy Storage
with Renewable Electricity Generation. Technical Report NREL/TP-6A2-
47187.

ECCC, 2010. The future of Britain’s electricity networks.
Eckroad, S., 2002. Handbook of Energy Storage for Transmission or Distribu-

tion Applications. Technical Results 1007189. EPRI. Palo Alto.
Ekins, P., Skea, J., Winskel, M., Howard, D., Eyre, N., Hawkes, A., 2009.

Making the transition to a secure and low-carbon energy system. synthesis
report S3097inner. UKERC.

Electricity Storage Association (ESA), 2010. Technology Comparisons. On-
line.

Evans, D.J., Holloway, S., 2009. A review of onshore UK salt deposits and
their potential for underground gas storage.

Exarchakos, L., 2008. Electricity Storage Management; Profits optimisation
under Demand-Side Management: the case of Greece. Ph.D. thesis.

Garvey, S., 2010. Integrated Compressed Air Renewable Energy System
(ICARES). UKERC Webinar. University of Nottingham.

Green, R., Vasilakos, N., 2010. Market behaviour with largeamounts of inter-
mittent generation. Energy Policy 38, 3211–3220.

Gross, R., Heptonstall, P., Anderson, D., Green, T., M., L.,Skea, J., 2006. The
Costs and Impacts of Intermittency. Technical Report. UK Energy Research
Centre, London.

Haubrich, H.J., 2006. Verbesserte Integration großer Windstrommengen durch
Zwischenspeicherung mittels CAES. Wissenschaftliche Studie. Institut für
Elektronische Anlagen und Energiewirtschaft RWTH Aachen.Aachen.

Howard B. J. Stone, I.V., Richardson, R.N., 2009. Underground hydrogen stor-
age in the UK. Special Publications. Geological Society. London.

Isentropic, 2010. Pumped Heat Electricity Storage.
Korpas, M., Gjengedal, T., 2006. Opportunities for hydrogen storage in con-

nection with stochastic distributed generation, Inst. of Elec. and Elec. Eng.
Computer Society, Stockholm, Sweden.

van der Linden, S., 2006. Bulk energy storage potential in the USA, current
developments and future prospects. Energy 31, 3446–3457.

Mack, E., 2010. Corporate Development & Strategy, RWE npower plc.
National Grid, 2010. Metered half-hourly electricity demands.
Pelacchi, P., Poli, D., 2009. The influence of wind generation on power system

reliability and the possible use of hydrogen storages. Electric Power Systems
Research In Press, Corrected Proof.

Plaat, H., 2009. Underground gas storage: Why and how. Special Publications.
Geological Society. London.

Schaber, C., Mazza, P., Hammerschlag, R., 2004. Utility-Scale Storage of Re-
newable Energy. The Electricity Journal 17, 21–29.

Scherer, G.W.H., Newson, E., 1998. Analysis of the seasonalenergy storage
of hydrogen in liquid organic hydrides. International Journal of Hydrogen
Energy 23, 19–25.

Schoenung, S.M., 2008. Benefit/Cost Framework for Evaluating Modular En-
ergy Storage. Technical Report SAND2008-0978. Sandia National Labora-
tories. Livermore.

Sinden, G., 2007. Characteristics of the UK wind resource: Long-term patterns
and relationship to electricity demand. Energy Policy 35, 112–127.

Solomon, A.A., Faiman, D., Meron, G., 2010. Properties and uses of storage for
enhancing the grid penetration of very large photovoltaic systems. Energy
Policy 38, 5208–5222.

Townsend, K.J., 2009. Investigating the future of power storage in the UK.
MSc thesis. Imperial College. London.

UK Meteorological Office, 2006. MIDAS Land Surface Stations data (1853-

current). [Online]. British Atmospheric Data Centre.
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